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Abstract- Depending on the pandemic process, there are some problems around the world. One of them is the problem of fuel 

consumption and access to fuel. As a result of breakdowns in supply chains, accessibility and consumption processes for oil have 

changed. Accordingly, it is of great importance that future oil production, consumption, and access to oil can be predicted by 

some methods. Artificial intelligence stands out as a tool that can be used in this prediction. In current studies, artificial 

intelligence is often used for predictive purposes. In this study, it is tried to predict the future change in oil consumption and 

access to oil in the European Union region and candidate countries. Decision trees, Naive Bayes, Support vector machines 

(SVM), K nearest neighbour (k-NN), and Ensemble Boosted trees were used as methods from supervised and unsupervised 

machine learning approaches. Depending on the different test parameters of the methods used, the estimation successes were 

observed, and the results were reported. 
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1. Introduction 

European Union countries are calculated according to 

their share in the final consumption of energy obtained from 

renewable sources using various mathematical models [1]. 

They tried to perform according to the development levels of 

the countries. A study focused on energy studies per capita in 

19 Eurozone countries to achieve the correction targets in EU 

countries [2]. In addition, there are many studies explaining 

the relationship between energy consumption and 

macroeconomic indicators (EU-28 countries [3], and new EU 

Member States [4]). Sadorsky explained two empirical models 

to examine the relationship between renewable energy 

consumption and income in emerging markets [5]. 

Acknowledging a cointegration relationship, Sadorsky 

showed that real growth in per capita income is positively and 

significantly related to per capita renewable energy 

consumption. He verified that in the long run, per capita 

renewable energy consumption in emerging markets will 

increase by 3.5% as a result of 1% increase in real income per 

capita. Many studies focus on the relationship between 

renewable energy consumption and macroeconomic variables 

from different perspectives and methods [6, 7]. In a recent 

article, Duro et al. (2010) A Thil index that breaks down 

inequality into per capita energy consumption broken down 

into explanatory factors. Although differences in energy 

consumption are the most important factor in explaining per 

capita energy inequality, reducing energy intensity inequality 

is likely to result in energy per capita energy consumption 

among OECD countries between 1980 and 2006. shows that it 

plays an extraordinary role in reducing inequality. 

In this study, the annual oil consumption of the EU region 

and candidate countries, the per capita oil consumption in this 

region, and the oil purchasing power of the people in this 

region are obtained from EUROSTAT and the countries in the 

EU region are determined by Machine Learning methods in 

the future depending on the consumption size. In addition, the 

success levels of the different machine learning methods we 

use were tested and compared with each other. 
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2. Method 

2.1. Machine Learning 

We can describe machine learning as computer programs 

that optimize a performance criterion using instance data and 

experiences [8]. We can consider artificial intelligence, which 

consists of many sub-titles such as deep learning, computer 

vision, and neural networks, as the main subject. Machine 

learning is also part of this main topic.  

Machine learning, which started to develop again as a 

separate field in the 1990s, generally uses the same methods 

as data mining without much difference [9]. The difference 

between machine learning and data mining is that data mining 

tries to find unknown features in the data. Machine learning 

relies on predictions made from learned data based on certain 

typical properties [10].  

These two fields are similar in many ways. Data mining 

has different purposes while using many machine learning 

methods. However, machine learning aims to increase learner 

accuracy by using data mining methodologies such as 

unsupervised learning or pre-processing steps [8-11].  

2.2. Support Vector Machine (SVM) 

Support vector machines (k-NN) developed by Vapnik 

are one of the supervised machine learning methodologies 

used for regression and classification [12]. It is built on 

statistical learning theory techniques. Therefore, its theoretical 

background is strong.  Support vector machines aim to find a 

function in a multidimensional space that can separate training 

data with class labels [13]. Class labels are usually divided 

into positive and negative. The reason for this is to find the 

optimal hyperplane. The working logic of the support vector 

machine is shown in Figure 1.  

 

Fig. 1. Graphical representation of Support vector machine 

algorithm. 

2.3. Naive Bayes 

Gaussian Naive Bayes classification algorithm is a simple 

probability-based classification method. The Naive Bayes 

method is a simple yet powerful algorithm for predictive 

modelling. Therefore, it is one of the most used algorithms 

especially, in signal and image processing fields [14]. 

 

2.4. Decision Trees 

Decision trees are tree-based algorithms used in 

classification and regression problems. Decision trees are easy 

to interpret and have good reliability [15]. For this reason, it is 

one of the most used methods among classification 

algorithms. The decision tree is made up of three main parts: 

node, branch, and leaf. It is a method that is very easy to 

understand [16]. In this tree structure, each variable is 

represented by a node. The branches and leaves are the other 

part of the tree structure are the elements. The leaves under the 

decision tree give us the result.  

Decision trees are based on historical data, to which class 

of new data belongs. It decides what it is by making rules [15]. 

Decision tree, questions asked, and acts by the received 

answers. It creates the rules according to the answers it 

receives from the questions. This method makes classification 

based on rules. The structure of the decision tree is shown in 

Figure 2. 

 

Fig. 2. Graphical representation of Decision tree algorithm. 

2.5. k-Nearest Neighbour (k-NN) 

k-nearest neighbour (k-NN) is a methodology that makes 

classification based on distance. This method, which is easy 

and simple to interpret, is one of the supervised machine 

learning methods [17]. K-nearest neighbour method, objects 

in n-dimensional feature space use nearest neighbour samples 

to classify or predict. In order to make a classification, the 

nearest neighbour is determined using the Euclidean distance. 

According to the k number, the data are called positive and 

negative [17]. Samples are grouped by proximity or distance. 

The structure and groups of this method are given in Figure 3. 

 

Fig. 3. Graphical representation of k- Nearest Neighbour (k-

NN) algorithm 
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2.6. Ensemble Boosted Trees 

Ensemble boosted tree is a classification method in which 

too many classifiers are used in the same classification duty. 

In this method, the results of classifiers with different accuracy 

rates are compounded with different methodologies. Thus, we 

can achieve better conclusions from a single classifier.[18]. 

The success of these methods is the learning success of the 

basic learners and their differences from each other. 

3. Experimental Results 

In this study, various machine learning methodologies 

were used according to the annual oil consumption, per capita 

oil consumption, and crude oil purchasing power of the 

European Union countries. Estimated values of the crude oil 

purchasing power of the countries depend on oil consumption 

using machine learning regression models are presented in 

Fig.4., Fig.5., Fig.6., Fig.7., and Fig.8. As a result, countries 

are estimated from oil consumption changes. The accuracy 

results of Support Vector Machines, Naive Bayes, Decision 

Trees, K Nearest Neighbour, and Ensemble Boosted Trees 

models are listed in Table 1. Results show that among the all 

methods we used, the support vector machine approach is the 

most successful one while the k-Nearest Neighbour is the least 

successful one. It is also important to note that we didn’t 

optimize any methods we used.  

 

Fig. 4. Estimated values of the crude oil purchasing power 

by SVM. 

 

Fig. 5. Estimated values of the crude oil purchasing power 

by Naive Bayes. 

 

Fig. 6. Estimated values of the crude oil purchasing power 

by Decision Trees. 
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Fig. 7. Estimated values of the crude oil purchasing power 

by k-NN. 

 

Fig. 8. Estimated values of the crude oil purchasing power 

by Ensemble Boosted Trees. 

Table 1. Accuracy rates of the methods 

Method Accuracy 

Decision Trees %90 

Naive Bayes %87.7 

Support Vector Machines %95.2 

K Nearest Neighbor %67.1 

Ensemble Boosted Trees %82.8 

 

4. Conclusion 

In this study, it has been tried to predict which country it 

is based on the oil consumption, per capita oil consumption, 

and crude oil purchasing power data of the countries in the 

European Union region between 2000 and 2020. This study 

was implemented on the MATLAB platform. Support vector 

machines, Naive Bayes, Decision trees, K nearest neighbour, 

and Ensemble boosted trees have been used as methods. The 

accuracy of the success of each method has been tested. When 

we look at the success accuracy of the methods, the nearest 

neighbour method gave the lowest success, while the support 

vector machines gave the highest success. Even though 

support vector machine gave best results in terms of accuracy, 

it should also be noted that run-time speed, number of data 

points required are also important factors to select a 

classification algorithm. Besides, we didn’t use artificial 

neural networks in this study. For our future work, we plan to 

investigate the performance of the classification methods in a 

more detailed manner. 
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